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Abstract

As a �rst objective, we characterise those essentially algebraic categories which
satisfy properties like being unital, strongly unital, n-permutable, subtractive or pro-
tomodular. For each such property, we obtain a Mal'tsev condition as an equivalent
condition. Using the language of Janelidze matrix conditions, we treat many of these
properties together.

As a second objective, using these characterisations, we prove some embedding
theorems for those properties in a regular context in the same style as we did in the
companion paper [23]. Concrete examples of how to use these embedding theorems
are given. Finally, to extend those embedding theorems to the exact context, we show
that these properties are stable under the exact completion of a regular category.
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1 Introduction

By a Mal'tsev condition on a variety of universal algebras, it is commonly meant a condition
which assume the existence of some terms in the corresponding theory satisfying some
identities. The name originates from the most well-known example: a Mal'tsev variety is
a variety for which the corresponding theory contains a ternary term p(x, y, z) satisfying
the identities p(x, y, y) = x and p(x, x, y) = y. They have been characterised in [35] as
those varieties for which the composition of congruences on each algebra is commutative,
allowing a generalisation of the property for regular categories [14]. They have also been
characterised in [32] as those varieties for which each homomorphic relation is difunctional,
giving rise to a further generalisation in the �nitely complete context [15].

Plenty of other examples can be found in the literature. For instance, the properties
of being a unital [8], a strongly unital [8], an n-permutable [13], a subtractive [27] or a
protomodular [7] category all give rise to a Mal'tsev condition in the algebraical context.

*Support from FNRS grants 1.A741.14 and `Bref séjour à l'étranger', from South African National

Research Foundation and from NSERC are gratefully acknowledged.
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In the series of paper [28, 29, 30, 31], Z. Janelidze proposed a common framework to study
these properties. Many such properties can be represented by a matrix, whose columns
display a categorical property on relations and whose rows carry out a Mal'tsev condition
which characterises those algebraic varieties for which each homomorphic relation satis�es
the property represented by the columns. One can get as examples the unital, the strongly
unital, the n-permutable and the subtractive properties.

In the companion paper [23], we have characterised essentially algebraic categories
which are Mal'tsev categories. As in the algebraic case, objects in essentially algebraic
categories are given by an S-sorted set A (i.e., an object in SetS , for a set S of sorts)
endowed with operations

∏
i∈I Asi → As satisfying some given equations. The di�erence

is that some of these operations can be only partially de�ned and de�ned exactly for
those elements in the product satisfying some given equations involving totally de�ned
operations. The characterisation of Mal'tsev essentially algebraic categories from [23] also
gives rise to a Mal'tsev condition in the essentially algebraic world. The �rst aim of the
present paper is to generalise this characterisation to the general form of conditions given
by Janelidze matrices and to the protomodular condition. In each of these cases, we
characterise essentially algebraic categories satisfying the given condition with a Mal'tsev
condition. In the case of simple Janelidze matrices from [28], the corresponding Mal'tsev
condition is very close to the algebraic one (see Theorem 3.4). However, in the general
case, the corresponding Mal'tsev condition is a bit more complex (see Theorem 3.3). Note
that our characterisations are given as Mal'tsev conditions, i.e., using terms and identities.
This di�ers to what is generally done for locally presentable categories [18] (i.e., essentially
algebraic categories). Indeed, in [6, 16, 20], the authors characterise those small �nitely
complete categories C for which the locally �nitely presentable category Lex(C,Set) has a
given property. Here, Lex(C,Set) denotes the category of �nite limit preserving functors
from C to Set, the category of sets.

The second main objective of this paper is to use these characterisations to build, for
each of the above properties, a `representative' regular category M having the considered
property and such that each small regular category with the given property embeds `nicely'
in a power of M. Here, `nicely' means the embedding is a regular conservative faithful
functor. We construct M, in a similar way we did in [23] for the Mal'tsev case, i.e., as
an essentially algebraic category. The proof of the embedding theorem is then also very
similar, up to a few changes. We �rst need to prove that the properties we consider are
stable under the free co�ltered limit completion. This completion is given, for a small
�nitely complete category C, by the restricted Yoneda embedding C ↪→ Lex(C,Set)op. In
that purpose, we prove that for a small regular category satisfying a given Janelidze matrix
condition, its completion satis�es the same condition. For the protomodular case, we
unfortunately need the existence of some colimits to make this step work, which will make
the embedding theorem less powerful. The second step we need to achieve in order to prove
our embedding theorems is to generalise the theory of approximate operations. In [10], the
authors proved the existence of an approximate Mal'tsev co-operation on each object of
a regular Mal'tsev category with binary coproducts. This has also been developed in the
protomodular context in [11], for n-permutable categories in [36] and for simple Janelidze
matrix conditions in [31]. We generalise it further here to the case of all Janelidze matrix
conditions.

Due to these embedding theorems, if one wants to prove a categorical result (of a
prescribed form) for all regular categories satisfying a Janelidze matrix condition, it is
su�cient to prove it in the essentially algebraic representative categoryM. We give concrete
examples of how to use this technique to reduce the proof of categorical results to essentially
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algebraic arguments. As we are going to see, these proofs in the essentially algebraic
world are mere translations of the corresponding proofs in the algebraic world. However,
we provide an example where such a direct translation does not exist. This implies in
particular that we have no hope to �nd a good embedding theorem for these properties for
which the representing category M is an algebraic category.

We know from [19] that the exact completion [33] of a well-powered regular proto-
modular category is again protomodular. As a last part, we show that Janelidze matrix
conditions are also stable under the exact completion of a well-powered regular category.
We even show this result for properties involving implications of such matrix conditions.
In view of this, our embedding theorems can be transposed in the exact context [3]. In
particular, we can regularly and conservatively embed any small semi-abelian category [26]
in a �xed exact homological category (in the sense of [5]).

The paper is divided as follows. In Section 2 we recall the background needed to un-
derstand the results. In particular, we recall the theory of Janelidze matrix conditions. In
Section 3, we characterise those essentially algebraic categories satisfying a given Janelidze
matrix condition, or being protomodular. Section 4 is devoted to the proof of our embed-
ding theorems and Section 5 to their applications in concrete examples. We then treat the
exact case in Section 6. Finally, we propose some open questions for further research in
Section 7.

Remark 1.1. The reader is assumed to have read the companion paper [23] before this
one. In particular, the theory of essentially algebraic categories is only brie�y recalled here
and we only show the main changes in the proof of the embedding theorems, since it is
similar to the one in [23].
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discussions on the project. The ideas to use approximate co-operations to approach the
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2 Preliminaries

2.1 Essentially algebraic categories

Let us start by recalling the notion of an essentially algebraic category from [1]. Roughly
speaking, this is a category of (many-sorted) algebraic structures with partial operations,
for which the domain of de�nition of each of these partial operations is itself de�ned as the
solution set of some system of totally de�ned equations. Such a category can be described
by an essentially algebraic theory, that is a quintuple Γ = (S,Σ, E,Σt,Def) where S is a
set of sorts, Σ is an S-sorted signature of algebras, E is a set of Σ-equations, Σt ⊆ Σ is
the subset of `total operation symbols' and Def is a function assigning to each operation
symbol σ :

∏
i∈I si → s in Σ \ Σt a set Def(σ) of Σt-equations in the variables xi of sort

si (i ∈ I). The notions of a Γ-model and of a homomorphism between Γ-models is then
de�ned in the standard way (see [23] for more details). The category of Γ-models and
their homomorphisms is denoted by Mod(Γ). They characterise, up to equivalence, all the
locally presentable categories, also called the essentially algebraic categories [18, 1].

For Γ as above, if all arities of Σ are �nite, if all equations of E use only a �nite number
of variables and if all sets Def(σ) are also �nite, Γ is called a �nitary essentially algebraic
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theory. A category which is equivalent to some category Mod(Γ) for a �nitary essentially
algebraic theory Γ is called a �nitary essentially algebraic category, or, according to [18, 1],
a locally �nitely presentable category. The basic examples of �nitary essentially algebraic
categories are the �nitary (many-sorted) quasivarieties and so, in particular, the �nitary
(many-sorted) varieties. The category Cat of small categories and Grpd of small groupoids
are also �nitary essentially algebraic.

For an essentially algebraic theory Γ, we recall that the category Mod(Γ) is complete
and cocomplete and the forgetful functor U : Mod(Γ) → SetS has a left adjoint. As
described in [23], the free algebra on an S-sorted set of variables xi of sort si (for any
family (si)i∈I of sorts) is given, at a sort s ∈ S, by the set of equivalence classes of
everywhere-de�ned terms τ :

∏
i∈I si → s of Γ, where we identify the terms τ and τ ′ if and

only if τ = τ ′ is a theorem of Γ.
Let us also recall that Mod(Γ) possesses a (strong epi,mono)-factorisation system, since

every homomorphism f : A→ B factorises through its image Im(f) given by

Im(f)s = {τ((f(ai))i∈I) |ai ∈ Asi and τ :
∏
i∈I

si → s is a term of Σ which

is de�ned in B on (f(ai))i∈I},

for each sort s ∈ S.

2.2 Some Mal'tsev conditions

In this subsection, we present some Mal'tsev conditions on algebraic varieties. These
conditions assert the existence of some terms in the theory satisfying some identities. Often,
they can be equivalently stated via a condition on homomorphic relations. This equivalent
condition may then be stated in categorical terms which generalises the original algebraic
de�nition. We recall here the `Janelidze matrix conditions' introduced in [28, 29, 30, 31]
which give a bunch of such examples, including the Mal'tsev [15], unital [8], strongly
unital [8] and subtractive [27] conditions. These conditions are pictured by a matrix whose
columns give the categorical condition on relations and whose rows represent the algebraic
Mal'tsev condition. The condition of being a protomodular category [7] does not seem to
be of that type, but however gives rise to a Mal'tsev condition in the algebraic world. We
also recall this example in this subsection.

In order to recall the Janelidze matrix conditions, we �rst need to recall the notion
of a T -enrichment [17, 28]. Let T be a �nitary one-sorted algebraic theory. An inter-

nal T -algebra in a category C is an object A of C equipped with a structure of (ordinary)
T -algebra on y(A), where y : C→ SetC

op
is the Yoneda embedding. An internal homomor-

phism of internal T -algebras is a morphism f : A→ B in C such that y(f) is an ordinary
homomorphism of T -algebras. This forms the category AlgT C of internal T -algebras.

A T -enrichment on C is a section of the forgetful functor AlgT C→ C. In order words,
it is the assignment of an internal T -algebra structure on each object A of C in such a way
that every morphism is an internal T -algebra homomorphism. A T -enriched category is a
category C equipped with a �xed T -enrichment. Thus, a T -enriched category is a category
C equipped with a factorisation HomC of the usual functor homC : Cop×C→ Set through
U : AlgT → Set, the forgetful functor from the category of T -algebras to the category of
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sets.
AlgT

U
��

Cop × C
homC

//

HomC
99

Set

A T -enriched functor between the T -enriched categories C and D is an ordinary functor
F : C→ D such that, for all A,B ∈ C,

F : HomC(A,B)→ HomD(F (A), F (B))

is a homomorphism of T -algebras.
If C has �nite products, an internal T -algebra structure on A is uniquely determined

by, for each r-ary term τ of T , the corresponding operation τA = τ(p1, . . . , pr) : Ar → A
where p1, . . . , pr are the product projections Ar → A. Dually, if C has �nite coproducts,
a T -enrichment on C is uniquely determined by the corresponding internal T -co-algebra
structure on each object A given by, for each r-ary term τ of T , the co-operation τA,op =
τ(ι1, . . . , ιr) : A→ rA where ι1, . . . , ιr are the coproduct injections A→ rA.

Notice that, if C is a T -enriched category, Cop can be trivially provided with a T -
enrichment. Moreover, if P is a small category, then the equalities

τ(α1, . . . , αr)P = τ(α1,P , . . . , αr,P )

for all r-ary terms τ of T , object P of P and natural transformations α1, . . . , αr : F ⇒ G
de�ne a T -enrichment on the functor category CP. If S is a set, we consider it as a discrete
category to get a T -enrichment on CS .

If K is another �nitary one-sorted algebraic theory, T -enrichments of AlgK are in one-
to-one correspondence with central morphisms T → K of algebraic theories [17]. These
are morphisms of algebraic theories such that for every term τ of T , its interpretation τ ι
as a term of K commutes with every term υ of K in the sense that

τ ι(υ(x11, . . . , x1n), . . . , υ(xr1, . . . , xrn)) = υ(τ ι(x11, . . . , xr1), . . . , τ
ι(x1n, . . . , xrn))

is a theorem in K (where r and n are the arities of τ and υ respectively). The theory T
is said to be commutative if the identity T → T is a central morphism, i.e., if every two
operations in T commute with each other.

We can now recall the Janelidze matrix conditions from [28, 30]. Let T be a �nitary
one-sorted algebraic theory. An extended matrix of terms in T is a matrix

M =

 t11 · · · t1b u11 · · · u1b′
...

...
...

...
ta1 · · · tab ua1 · · · uab′

 (1)

with a > 1, b > 0, b′ > 0 and where the tij 's are terms of T in the variables x1, . . . , xl
and the uij 's are terms of T in the variables x1, . . . , xk with 0 6 l 6 k. Let us denote by
X = {xl+1, . . . , xk} the set of variables on which the uij 's depend but not the tij 's. To
stress the fact that X might be not empty, we will denote this extended matrix by (M,X).

For an a-ary relation r : R� Aa in a regular T -enriched category C, we say that r is
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(M,X)-closed if, when we consider the pullbacks

P
f ′ //

��

f

��

Rb
��

rb

��
Al  tA11 ··· tA1b...

...
tAa1 ··· tAab


// (Aa)b

Q
g′ //

��

g

��

Rb
′

��

rb
′

��
Ak 

uA11 ··· uA1b′...
...

uAa1 ··· uAab′


// (Aa)b

′

and

T // t′ //

t

��

Q
��
g

��
Ak ∼= Al ×Ak−l

π1=(p1,...,pl)
��

P //
f

// Al

(2)

then t is a regular epimorphism (or, in other words, f factors through the image of π1g).
Here, pj : Ak → A is the jth projection for 1 6 j 6 k. We also have a description of
(M,X)-closedness in terms of generalised elements as in the following proposition.

Proposition 2.1. Let (M,X) be an extended matrix of terms in the �nitary one-sorted
algebraic theory T as in (1). Let also r : R � Aa be an a-ary relation in the regular
T -enriched category C. Then, r is (M,X)-closed if and only if for each morphism y =
(y1, . . . , yl) : Y → Al in C such that

(t1j(y1, . . . , yl), . . . , taj(y1, . . . , yl)) : Y → Aa

factors through r for each j ∈ {1, . . . , b}, there exists a regular epimorphism p : Z � Y
and morphisms zl+1, . . . , zk : Z → A such that

(u1j(y1p, . . . , ylp, zl+1, . . . , zk), . . . , uaj(y1p, . . . , ylp, zl+1, . . . , zk)) : Z → Aa

factors through r for each j ∈ {1, . . . , b′}.

Proof. For the `if part', it su�ces to consider y = f . We then get a regular epimorphism
p : Z � P and morphisms zl+1, . . . , zk : Z → A. Considering the morphism

(p1fp, . . . , plfp, zl+1, . . . , zk) : Z → Ak,

we get a morphism z : Z → Q such that

gz = (p1fp, . . . , plfp, zl+1, . . . , zk)

which implies π1gz = fp. Therefore, p factors through t and so t is a regular epimorphism.
Conversely, given such y1, . . . , yl : Y → A, let, for each j ∈ {1, . . . , b}, vj : Y → R be

the unique morphism such that

rvj = (t1j(y1, . . . , yl), . . . , taj(y1, . . . , yl)).
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Let also h : Y → P be the unique morphism such that fh = (y1, . . . , yl) and f ′h =
(v1, . . . , vb). Eventually, we construct p as the pullback of t along h

Z
p′ //

p
����

T

t
����

Y
h
// P

and zj = pjgt
′p′ for j ∈ {l + 1, . . . , k}. It remains to see that

uij(y1p, . . . , ylp, zl+1, . . . , zk) = uij(p1fhp, . . . , plfhp, pl+1gt
′p′, . . . , pkgt

′p′)

= uij(p1ftp
′, . . . , plftp

′, pl+1gt
′p′, . . . , pkgt

′p′)

= uij(p1gt
′p′, . . . , pkgt

′p′)

= uij(p1, . . . , pk)gt
′p′

for all 1 6 i 6 a and 1 6 j 6 b′ and so

(u1j(y1p, . . . , ylp, zl+1, . . . , zk), . . . , uaj(y1p, . . . , ylp, zl+1, . . . , zk))

= (u1j(p1, . . . , pk), . . . , uaj(p1, . . . , pk))gt
′p′

= rpjg
′t′p′

factors through r for each j ∈ {1, . . . , b′}.

We say that the regular T -enriched category C has (M,X)-closed relations if every
a-ary relation R� Aa in C is (M,X)-closed. If X = ∅ and b′ = 1, we recover the notion
of a category with M -closed relations from [28].

The following theorem explains how the rows ofM represent this condition as a Mal'tsev
condition on algebraic varieties.

Theorem 2.2. (Corollary 3.2 in [30]) Consider a central morphism T → K of �nitary
one-sorted algebraic theories. Let (M,X) be an extended matrix of terms in T as in (1).
Then, the regular T -enriched category AlgK has (M,X)-closed relations if and only if there
exist b-ary terms p1, . . . , pb′ and l-ary terms q1, . . . , qk−l in K such that

pj(t
ι
i1(x1, . . . , xl), . . . , t

ι
ib(x1, . . . , xl)) = uιij(x1, . . . , xl, q1(x1, . . . , xl), . . . , qk−l(x1, . . . , xl))

is a theorem of K for each i ∈ {1, . . . , a} and each j ∈ {1, . . . , b′}, where tι denotes the
interpretation in K of the term t in T .

Example 2.3. If T = Th[Set] is the theory of sets and C is a regular category, then the
following equivalences hold:

� C has

((
x y y x
x x y y

)
,∅
)
-closed relations if and only if C is a Mal'tsev cate-

gory [15, 28].

� More generally, for n > 2, C has (M,X)-closed relations for

(M,X) =

((
x y y x z1 z2 · · · zn−2
x x y z1 z2 · · · zn−2 y

)
, {z1, . . . , zn−2}

)
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if and only if C is n-permutable. Indeed, having (M,X)-closed relations is equivalent
to the condition that every binary relation R on A is such that

(1A ∧R)R◦(1A ∧R) 6 Rn−1

which is equivalent to being n-permutable [25] (see Section 5 for a recall on opposite
and composition of relations in a regular category).

If T = Th[Set∗] is the theory of pointed sets and C a regular pointed category, then
the following equivalences hold:

� C has

((
x 0 x
0 x x

)
,∅
)
-closed relations if and only if C is unital [8, 28].

� C has

((
x 0 0 x
y y x x

)
,∅
)
-closed relations if and only if C is a strongly unital

category [8, 28].

� C has

((
x 0 x
x x 0

)
,∅
)
-closed relations if and only if C is subtractive [27, 28].

Although it seems that being a protomodular category cannot be expressed as a
Janelidze matrix condition, this still induces a Mal'tsev condition on algebraic varieties,
as attested by Theorem 2.4 below. We recall from [7] that a �nitely complete category C
is protomodular when the change of base functors of the �bration of points Pt(C) → C
re�ect isomorphisms, or equivalently, when for each diagram

A
u //

p
����

A′

p′
����

B v
//

s

OO

B′

s′

OO

with p′u = vp, s′v = us, ps = 1B, p
′s′ = 1B′ and for which the square p′u = vp is a

pullback, the morphisms u and s′ are jointly strongly epimorphic.

Theorem 2.4. (Theorem 1.1 in [9]) Let K be a �nitary one-sorted algebraic theory. Then,
the category AlgK is protomodular if and only ifK contains, for some natural number n > 0,

� n constants w1, . . . , wn,

� for each 1 6 i 6 n, a binary operation di(x, y) such that di(x, x) = wi is a theorem
of K,

� an n+ 1-ary operation π such that π(d1(x, y), . . . , dn(x, y), y) = x is a theorem of K.

3 Mal'tsev conditions in essentially algebraic categories

In this section, we characterise those essentially algebraic categories which satisfy the
conditions described in Section 2.2. We separate it in two cases: �rst we treat the case
of (M,X)-closed relations, and then we focus on the protomodular case. We will see that
in both cases, the characterisation is expressed as the existence of terms in the theory
satisfying some identities, and can therefore be considered as a Mal'tsev condition on
essentially algebraic categories. For matrices with k = l and for the protomodular case,
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these Mal'tsev conditions are quite closed to their algebraic version. It is however worthy
to note that, for general Janelidze matrix conditions, they are more complex than their
mere translation from the algebraic world to the essentially algebraic world.

We start by studying T -enrichments of essentially algebraic categories. Let T be a
�nitary one-sorted algebraic theory and Γ = (S,Σ, E,Σt,Def) an essentially algebraic
theory. Suppose we have a T -enrichment of Mod(Γ) and let τ be an r-ary operation
symbol of T . For a given s ∈ S, we consider the S-sorted set Y such that Ys = {y1, . . . , yr}
and Ys′ = ∅ for s′ 6= s. The T -algebra structure on Fr(Y ) gives rise to an interpretation of
τ into an everywhere-de�ned term τ s : sr → s of Γ (τ s = (τFr(Y ))s(y1, . . . , yr) ∈ Fr(Y )s).
Given now any Γ-model A and a1, . . . , ar ∈ As, let f : Fr(Y ) → A be the unique Γ-
homomorphism such that f(yi) = ai for each 1 6 i 6 r. Then, since f is also an internal
T -homomorphism, the square

Fr(Y )r
τFr(Y )

//

fr

��

Fr(Y )

f
��

Ar
τA

// A

commutes. This implies that (τA)s(a1, . . . , ar) = τ s(a1, . . . , ar). Hence, these interpreta-
tions turn axioms of T into theorems of Γ, in the sense that τ s1 = τ s2 is a theorem of Γ
for each axiom τ1 = τ2 of T . Moreover, since τA : Ar → A is a Γ-homomorphism for any
Γ-model A,

τ s(σ((x1i)i∈I), . . . , σ((xri)i∈I)) = σ((τ si(x1i, . . . , xri))i∈I) (3)

is a theorem of Γ for each operation symbol σ :
∏
i∈I si → s of Σ. These observations lead

us to the following proposition. Compare this result with the description of T -enrichments
of algebraic categories as in Section 2.2.

Proposition 3.1. Let Γ = (S,Σ, E,Σt,Def) be an essentially algebraic theory and T a
�nitary one-sorted algebraic theory. T -enrichments of Mod(Γ) are in one-to-one corre-
spondence with assignments, for all r-ary operation symbols τ of T and sort s ∈ S, of an
everywhere-de�ned term τ s : sr → s of Γ such that

� these interpretations turn axioms of T into theorems of Γ at each s ∈ S,

� for each operation symbol σ :
∏
i∈I si → s in Σ and operation symbol τ of T , σ and

τ commute, i.e., (3) is a theorem of Γ.

Proof. We proved above that each T -enrichment gives rise to such an assignment. On the
other hand, given such an assignment, we de�ne an internal T -algebra on every Γ-model
A by letting (τA)s = τ s : (Ar)s = (As)

r → As for all r-ary operation symbols τ of T and
s ∈ S. It is routine veri�cations to check that this yields a Γ-homomorphism τA : Ar → A,
that this gives rise to a T -enrichment on Mod(Γ) and that these two applications are
reciprocal inverses.

Before characterising essentially algebraic categories with (M,X)-closed relations, let
us recall the characterisation of regular ones.

Proposition 3.2. [23, 22] Let Γ be an essentially algebraic theory. Then Mod(Γ) is a
regular category if and only if, for each term θ :

∏
i∈I si → s of Γ, there exists in Γ:

� a term π :
∏
j∈J s

′
j → s,
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� for each j ∈ J , an everywhere-de�ned term αj : s→ s′j and

� for each j ∈ J , an everywhere-de�ned term µj :
∏
i∈I si → s′j

such that

� π((αj(x))j∈J) is an everywhere-de�ned term s→ s,

� π((αj(x))j∈J) = x is a theorem of Γ,

� αj(θ((xi)i∈I)) = µj((xi)i∈I) is a theorem of Γ for each j ∈ J .

If Γ is a �nitary essentially algebraic theory, it is enough to consider only �nitary terms
θ :
∏n
i=1 si → s.

We can now characterise essentially algebraic categories with (M,X)-closed relations.

Theorem 3.3. Let Γ be an essentially algebraic theory such that Mod(Γ) is regular, T
a �nitary one-sorted algebraic theory and (M,X) an extended matrix of terms in T as
in (1). Given a T -enrichment of Mod(Γ), this regular T -enriched category Mod(Γ) has
(M,X)-closed relations if and only if, for each sort s ∈ S, there exists in Γ:

� a term πs :
∏
u∈U su → s,

� for every v ∈ {1, . . . , k} and u ∈ U , an everywhere-de�ned term quv : sl → su,

� for every j ∈ {1, . . . , b′} and u ∈ U , a term puj : sb → su

such that

� the term
puj (tsi1(x1, . . . , xl), . . . , t

s
ib(x1, . . . , xl)) : sl → su

is everywhere-de�ned for all i ∈ {1, . . . , a}, j ∈ {1, . . . , b′} and u ∈ U ,

� the theorem

puj (tsi1(x1, . . . , xl), . . . , t
s
ib(x1, . . . , xl)) = usuij (qu1 (x1, . . . , xl), . . . , q

u
k (x1, . . . , xl))

holds in Γ for all i ∈ {1, . . . , a}, j ∈ {1, . . . , b′} and u ∈ U ,

� the term
πs((quv (x1, . . . , xl))u∈U ) : sl → s

is everywhere-de�ned for each v ∈ {1, . . . , l},

� the theorem
πs((quv (x1, . . . , xl))u∈U ) = xv

holds in Γ for each v ∈ {1, . . . , l}.

Proof. Suppose �rstly that such terms are given. Let R ⊆ Aa be an a-ary relation on
A in Mod(Γ). Let P and Q be as in the de�nition of (M,X)-closedness. We have to
prove that f : P � Al factors through the image of π1g : Q → Al. So, let s ∈ S and
(a1, . . . , al) ∈ Ps ⊆ Als. Thus, we know that

(ts1j(a1, . . . , al), . . . , t
s
aj(a1, . . . , al)) ∈ Rs
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for all j ∈ {1, . . . , b}. So, for all j ∈ {1, . . . , b′} and u ∈ U ,(
usu1j (q

u
1 (a1, . . . , al), . . . , q

u
k (a1, . . . , al)), . . . , u

su
aj (q

u
1 (a1, . . . , al), . . . , q

u
k (a1, . . . , al))

)
=
(
puj (ts11(a1, . . . , al), . . . , t

s
1b(a1, . . . , al)), . . . , p

u
j (tsa1(a1, . . . , al), . . . , t

s
ab(a1, . . . , al))

)
∈ Rsu .

This means that
bu = (qu1 (a1, . . . , al), . . . , q

u
k (a1, . . . , al)) ∈ Qsu

for all u ∈ U . Therefore,

(a1, . . . , al) = (πs((qu1 (a1, . . . , al))u∈U ), . . . , πs((qul (a1, . . . , al))u∈U ))

= πs(((qu1 (a1, . . . , al), . . . , q
u
l (a1, . . . , al)))u∈U )

= πs((π1g(bu))u∈U )

∈ Im(π1g)s

and R is (M,X)-closed.
Conversely, let us suppose that Mod(Γ) has (M,X)-closed relations. Let s ∈ S and Y

be the S-sorted set such that Ys = {y1, . . . , yl} and Ys′ = ∅ for s′ 6= s. We denote by R
the smallest a-ary homomorphic relation on Fr(Y ) such that

(ts1j(y1, . . . , yl), . . . , t
s
aj(y1, . . . , yl)) ∈ Rs

for all j ∈ {1, . . . , b}. It is easy to prove that for each s′ ∈ S,

Rs′ = {a-tuple of everywhere-de�ned terms

(τ(ts11(y1, . . . , yl), . . . , t
s
1b(y1, . . . , yl)), . . . , τ(tsa1(y1, . . . , yl), . . . , t

s
ab(y1, . . . , yl))) |

τ : sb → s′ is a term of Γ}
⊆ Fr(Y )as′ .

Let P and Q be as in the de�nition of (M,X)-closedness for R. Since (y1, . . . , yl) ∈ Ps and
R is (M,X)-closed, (y1, . . . , yl) ∈ Im(π1g)s. Thus, there exists a term πs :

∏
u∈U su → s

and an element qu ∈ Qsu for each u ∈ U such that

πs((π1g(qu))u∈U ) = (y1, . . . , yl).

By construction of Q, for each u ∈ U , we know there exist everywhere-de�ned terms
qu1 , . . . , q

u
k : sl → su such that

(usu1j (q
u
1 , . . . , q

u
k ), . . . , usuaj (q

u
1 , . . . , q

u
k )) ∈ Rsu

for all j ∈ {1, . . . , b′} and the term

πs((quv (y1, . . . , yl))u∈U )

is everywhere-de�ned and equal to yv for all v ∈ {1, . . . , l}. The above description of
Rsu gives the terms puj : sb → su for every u ∈ U and j ∈ {1, . . . , b′} with the required
properties.

In the case where k = l, we actually do not need to consider the term πs.
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Theorem 3.4. Let Γ be an essentially algebraic theory such that Mod(Γ) is regular, T
a �nitary one-sorted algebraic theory and (M,X) an extended matrix of terms in T as
in (1) such that k = l. Given a T -enrichment of Mod(Γ), this regular T -enriched category
Mod(Γ) has (M,X)-closed relations if and only if, for each sort s ∈ S, there exist terms
p1, . . . , pb′ : s

b → s in Γ such that

� the term
pj(t

s
i1(x1, . . . , xl), . . . , t

s
ib(x1, . . . , xl)) : sl → s

is everywhere-de�ned for each i ∈ {1, . . . , a} and each j ∈ {1, . . . , b′},

� the theorem

pj(t
s
i1(x1, . . . , xl), . . . , t

s
ib(x1, . . . , xl)) = usij(x1, . . . , xl)

holds in Γ for each i ∈ {1, . . . , a} and each j ∈ {1, . . . , b′}.

Proof. Let us suppose �rst that Mod(Γ) has (M,X)-closed relations and let us consider the
terms given by Theorem 3.3. For s ∈ S and j ∈ {1, . . . , b′}, we de�ne the term pj : sb → s
as

pj(y1, . . . , yb) = πs((puj (y1, . . . , yb))u∈U ).

Let i ∈ {1, . . . , a}. We already know that the term puj (tsi1(x1, . . . , xl), . . . , t
s
ib(x1, . . . , xl)) is

everywhere-de�ned for each u ∈ U . Moreover, to prove that

πs((puj (tsi1(x1, . . . , xl), . . . , t
s
ib(x1, . . . , xl)))u∈U )

is everywhere-de�ned, it is equivalent to prove that

πs((usuij (qu1 (x1, . . . , xl), . . . , q
u
l (x1, . . . , xl)))u∈U )

is everywhere-de�ned. But this is the case since πs((quv (x1, . . . , xl))u∈U ) is everywhere-
de�ned for each v ∈ {1, . . . , l} (using the facts that k = l and uij commutes with terms
of Γ). Moreover, we have the following theorems in Γ:

pj(t
s
i1(x1, . . . , xl), . . . , t

s
ib(x1, . . . , xl))

= πs((puj (tsi1(x1, . . . , xl), . . . , t
s
ib(x1, . . . , xl)))u∈U )

= πs((usuij (qu1 (x1, . . . , xl), . . . , q
u
l (x1, . . . , xl)))u∈U )

= usij(π
s((qu1 (x1, . . . , xl))u∈U ), . . . , πs((qul (x1, . . . , xl))u∈U ))

= usij(x1, . . . , xl)

proving the required properties of pj .
Conversely, suppose that, for each sort s, such terms p1, . . . , pb′ : s

b → s exist. Then,
to get the terms required by Theorem 3.3, it su�ces to set πs = 1s and q

u
v (x1, . . . , xl) = xv

for each v ∈ {1, . . . , l}.

Remark 3.5. Extended matrices (M,X) for which k = l were already considered in
the �rst paper [28] of the corresponding series of papers. In this case, the corresponding
categorical property makes sense for an arbitrary �nitely complete category (not necessarily
regular). Using a proof similar to the one used for Theorem 3.3, one can remove the
regularity assumption in Theorem 3.4. This has been done in [22].

Let us conclude this section with the characterisation of protomodular essentially alge-
braic categories. Compare it with Theorem 2.4.
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Theorem 3.6. Let Γ be an essentially algebraic theory. Then Mod(Γ) is protomodular if
and only if, for each sort s ∈ S, there exists in Γ

� a term πs :
(∏

i∈I si
)
× s→ s,

� for each i ∈ I, an everywhere-de�ned term di : s
2 → si,

� for each i ∈ I, an everywhere-de�ned constant term wi of sort si

such that

� di(x, x) = wi is a theorem of Γ for each i ∈ I,

� the term
πs((di(x, y))i∈I , y) : s2 → s

is everywhere-de�ned,

� the theorem
πs((di(x, y))i∈I , y) = x

holds in Γ.

Proof. Firstly, let us suppose the conditions in the statement hold in Γ and let us prove
that Mod(Γ) is protomodular. So, we consider a morphism of points in the �bre over B in
Mod(Γ), i.e., a diagram

A
f //

p �� ��

A′

q~~~~
B

t
__

u
>>

with pt = 1B = qu, qf = p and ft = u. We also consider a morphism v : B′ → B such
that the image f ′ of f by the change of base functor along v

A×p,v B′
f ′ //

p′ $$ $$

A′ ×q,v B′

q′zzzz
B′

t′
dd

u′
::

is an isomorphism. We have to prove that f is also an isomorphism. Let us �rst prove it
is a monomorphism. So, let s ∈ S and a, a′ ∈ As be such that f(a) = f(a′). We consider
also the terms given in the statement for s. For each i ∈ I, we have

p(di(a, a
′)) = q(di(f(a), f(a′))) = q(di(f(a), f(a))) = q(wi) = wi

and (di(a, a
′), wi) ∈ (A×p,v B′)si . Moreover,

f ′(di(a, a
′), wi) = (f(di(a, a

′)), wi) = (di(f(a), f(a′)), wi) = (wi, wi) = f ′(wi, wi)

and di(a, a
′) = wi = di(a

′, a′) since f ′si is injective. Therefore, we have

a = πs((di(a, a
′))i∈I , a

′) = πs((di(a
′, a′))i∈I , a

′) = a′

and fs is injective. Now, we show that Im(f)s = A′s. So, let c ∈ A′s. For each i ∈ I, we
know that

q(di(c, ftq(c))) = di(q(c), qftq(c)) = di(q(c), q(c)) = wi
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from which (di(c, ftq(c)), wi) ∈ (A′×q,vB′)si . Since f ′si is bijective, there exists an element
ai ∈ Asi such that (ai, wi) ∈ (A ×p,v B′)si (i.e., p(ai) = wi) and f(ai) = di(c, ftq(c)).
Therefore, we can say that

c = πs((di(c, ftq(c)))i∈I , ftq(c)) = πs((f(ai))i∈I , ftq(c)) ∈ Im(f)s

and f is an isomorphism.
Conversely, let us suppose that Mod(Γ) is protomodular and let s ∈ S. Let also X

and Y be the S-sorted sets de�ned by Xs = {x1, x2}, Ys = {y} and Xs′ = ∅ = Ys′ for all
s′ 6= s. We consider the diagram

Fr(X)×p,! Fr(∅)
p2 //

p1

��

wwww

Fr(∅)

!

��

Im(p1)
''

''
Fr(X)

p
// // Fr(Y )

too

where the square is a pullback and p and t are de�ned by p(x1) = p(x2) = y and t(y) = x2.
Since pt = 1Fr(Y ), t is a monomorphism and we can see Fr(Y ) as a submodel of Fr(X). We
write Im(p1) ∨ Fr(Y ) for the smallest submodel of Fr(X) which contains Im(p1) ∪ Fr(Y ).
It is routine to prove it is described by

(Im(p1) ∨ Fr(Y ))s′ ={
τ((p1(zi))i∈I , x2) | τ :

(∏
i∈I

si

)
× s→ s′ is a term of Γ, zi ∈ (Fr(X)×p,! Fr(∅))si

and τ((p1(zi))i∈I , x2) is de�ned in Fr(X)

}
for all s′ ∈ S. We have thus a morphism of points in the �bre over Fr(Y ) in Mod(Γ):

Im(p1) ∨ Fr(Y ) �
� i //

pi '' ''

Fr(X)

pzzzz
Fr(Y )

t
gg

t
::

By construction, its image by the change of base functor along the unique morphism
! : Fr(∅) → Fr(Y ) is the pullback of i along p1, which is an isomorphism since p1 factors
through i. Moreover, since Mod(Γ) is protomodular, we know that i is an isomorphism as
well and x1 ∈ (Im(p1) ∨ Fr(Y ))s. In view of the description of (Im(p1) ∨ Fr(Y ))s, we have
a term

πs :

(∏
i∈I

si

)
× s→ s

and elements zi ∈ (Fr(X)×p,! Fr(∅))si (for i ∈ I) such that

πs((p1(zi))i∈I , x2)

is de�ned in Fr(X) and equal to x1. Now, considering the description of the pullback
Fr(X)×p,! Fr(∅), there exists, for each i ∈ I, an everywhere-de�ned term di : s

2 → si and
an everywhere-de�ned constant term wi of sort si such that zi = (di, wi) and p(di) =!(wi).
We thus got all the terms and theorems we were looking for.
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Remark 3.7. In the algebraic case, the Mal'tsev condition of being protomodular seems
to be of another type than the ones corresponding to Janelidze matrix conditions. Indeed,
in Theorem 2.4, the arity of the term π is not �xed and the number of terms di and wi
depends on this arity, while in Theorem 2.2 both the number of terms and the arities
are �xed. In the essentially algebraic case, this di�erence disappear for general Janelidze
matrix conditions and protomodularity, as we can see from Theorems 3.3 and 3.6.

4 Embedding theorems

As we did in [23] for the Mal'tsev case, we are now going to prove some embedding theorems
for the categorical conditions considered in Section 2.2. The idea is to construct a �xed
category M having the considered property, in such a way that each small category with
that property has a `good' embedding in a power of M. With such an embedding theorem,
we can reduce the proof of many categorical statements for all categories with the given
property to the proof of its validity in M. We will construct M as an essentially algebraic
category using Theorems 3.3 and 3.6. The corresponding embedding theorems will be
proved using the same technique as in [23], i.e., using approximate co-operations and the
free co�ltered limit completion of a category. We will only present explicitly the parts of
the proof which cannot be adapted on the spot from the proof in [23]. Let us start with
the construction of M, for the property of having (M,X)-closed relations. We will suppose
T to be commutative.

4.1 The representing category Mod(Γ(M,X))

Firstly, if Γ and Γ′ are two essentially algebraic theories, we will write Γ ⊆ Γ′ to mean that
S ⊆ S′, Σ ⊆ Σ′, E ⊆ E′, Σt ⊆ Σ′t, Σ\Σt ⊆ Σ′ \Σ′t and Def(σ) = Def ′(σ) for all σ ∈ Σ\Σt.
In this case, we have a forgetful functor U : Mod(Γ′)→ Mod(Γ).

Now, let us �x a commutative �nitary one-sorted algebraic theory T and an extended
matrix (M,X) of terms in T as in (1). We write ΣTr for the set of r-ary operation symbols
of T . We are going to construct recursively a series of �nitary essentially algebraic theories

Γ0 ⊆ ∆1 ⊆ · · · ⊆ Γn ⊆ ∆n+1 ⊆ · · ·

and a T -enrichment on the Mod(Γn)'s. Let us �rst de�ne Γ0 = (S0,Σ0, E0,Σ0
t ,Def0):

� S0 = {?},

� Σ0 = Σ0
t = {τ? : ?r → ? | r > 0, τ ∈ ΣTr },

� E0 = {all axioms from T for the τ?'s}.

We consider the obvious T -enrichment on Mod(Γ0) ∼= AlgT . Now, let us suppose we have
de�ned

Γ0 ⊆ ∆1 ⊆ · · · ⊆ ∆n ⊆ Γn

and the T -enrichment on Mod(Γn) (with Γn = (Sn,Σn, En,Σn
t ,Defn)). We are going to

construct
∆n+1 = (S

′n+1,Σ
′n+1, E

′n+1,Σ
′n+1
t ,Def

′n+1)

�rst. Below, S
0

= S0 and S
n

= Sn \ Sn−1 if n > 1.

S
′n+1 = Sn ∪ {(s, 0), (s, 1) | s ∈ Sn} ∼= Sn t Sn t Sn,
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Σ
′n+1
t = Σn

t ∪ {τ (s,0) : (s, 0)r → (s, 0) | r > 0, τ ∈ ΣTr , s ∈ S
n}

∪ {τ (s,1) : (s, 1)r → (s, 1) | r > 0, τ ∈ ΣTr , s ∈ S
n}

∪ {αs : s→ (s, 0) | s ∈ Sn}
∪ {ρs1, . . . , ρsb′ : sb → (s, 0) | s ∈ Sn}
∪ {κs1, . . . , κsk−l : sl → (s, 0) | s ∈ Sn}
∪ {ηs, εs : (s, 0)→ (s, 1) | s ∈ Sn},

Σ
′n+1 = Σn ∪ Σ

′n+1
t ∪ {πs : (s, 0)→ s | s ∈ Sn},

E
′n+1 = En ∪ {ρsj(tsi1(x1, . . . , xl), . . . , tsib(x1, . . . , xl))

= u
(s,0)
ij (αs(x1), . . . , α

s(xl), κ
s
1(x1, . . . , xl), . . . , κ

s
k−l(x1, . . . , xl)) |

1 6 i 6 a, 1 6 j 6 b′, s ∈ Sn}
∪ {ηs(αs(x)) = εs(αs(x)) | s ∈ Sn}
∪ {πs(αs(x)) = x | s ∈ Sn}
∪ {αs(πs(x)) = x | s ∈ Sn}
∪ {all axioms from T for the τ (s,0)'s and the τ (s,1)'s | s ∈ Sn}
∪ {τ (s,0)(αs(x1), . . . , αs(xr)) = αs(τ s(x1, . . . , xr)) | r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ (s,0)(ρsj(x11, . . . , x1b), . . . , ρsj(xr1, . . . , xrb))

= ρsj(τ
s(x11, . . . , xr1), . . . , τ

s(x1b, . . . , xrb)) |
1 6 j 6 b′, r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ (s,0)(κsv(x11, . . . , x1l), . . . , κsv(xr1, . . . , xrl))

= κsv(τ
s(x11, . . . , xr1), . . . , τ

s(x1l, . . . , xrl)) |
1 6 v 6 k − l, r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ (s,1)(ηs(x1), . . . , ηs(xr)) = ηs(τ (s,0)(x1, . . . , xr)) | r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ (s,1)(εs(x1), . . . , εs(xr)) = εs(τ (s,0)(x1, . . . , xr)) | r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ s(πs(x1), . . . , πs(xr)) = πs(τ (s,0)(x1, . . . , xr)) | r > 0, τ ∈ ΣTr , s ∈ S

n}

and {
Def

′n+1(σ) = Defn(σ) if σ ∈ Σn \ Σn
t

Def
′n+1(πs) = {ηs(x) = εs(x)} for s ∈ Sn.

Hence, we have Γn ⊆ ∆n+1 and we consider the obvious T -enrichment on Mod(∆n+1).
Let now Tn+1 be the set of �nitary terms θ :

∏m
i=1 si → s of Σ

′n+1 which are not terms
of Σ

′n (where we consider Σ
′0 = ∅). We then de�ne Γn+1 as:

Sn+1 = S
′n+1 ∪ {sθ, s′θ | θ ∈ Tn+1} ∼= S

′n+1 t Tn+1 t Tn+1,
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Σn+1
t = Σ

′n+1
t ∪ {τ sθ : srθ → sθ | r > 0, τ ∈ ΣTr , θ ∈ Tn+1}

∪ {τ s′θ : (s′θ)
r → s′θ | r > 0, τ ∈ ΣTr , θ ∈ Tn+1}

∪ {αθ : s→ sθ | θ :
m∏
i=1

si → s ∈ Tn+1}

∪ {µθ :
m∏
i=1

si → sθ | θ :
m∏
i=1

si → s ∈ Tn+1}

∪ {ηθ, εθ : sθ → s′θ | θ ∈ Tn+1},

Σn+1 = Σ
′n+1 ∪ Σn+1

t ∪ {πθ : sθ → s | θ :

m∏
i=1

si → s ∈ Tn+1},

En+1 = E
′n+1 ∪ {ηθ(αθ(x)) = εθ(αθ(x)) | θ ∈ Tn+1}
∪ {πθ(αθ(x)) = x | θ ∈ Tn+1}
∪ {αθ(πθ(x)) = x | θ ∈ Tn+1}

∪ {αθ(θ(x1, . . . , xm)) = µθ(x1, . . . , xm) | θ :
m∏
i=1

si → s ∈ Tn+1}

∪ {all axioms from T for the τ sθ 's and the τ s
′
θ 's | θ ∈ Tn+1}

∪ {τ sθ(αθ(x1), . . . , αθ(xr)) = αθ(τ
s(x1, . . . , xr)) |

r > 0, τ ∈ ΣTr , θ :
m∏
i=1

si → s ∈ Tn+1}

∪ {τ sθ(µθ(x11, . . . , x1m), . . . , µθ(xr1, . . . , xrm))

= µθ(τ
s1(x11, . . . , xr1), . . . , τ

sm(x1m, . . . , xrm)) |

r > 0, τ ∈ ΣTr , θ :
m∏
i=1

si → s ∈ Tn+1}

∪ {τ s′θ(ηθ(x1), . . . , ηθ(xr)) = ηθ(τ
sθ(x1, . . . , xr)) | r > 0, τ ∈ ΣTr , θ ∈ Tn+1}

∪ {τ s′θ(εθ(x1), . . . , εθ(xr)) = εθ(τ
sθ(x1, . . . , xr)) | r > 0, τ ∈ ΣTr , θ ∈ Tn+1}

∪ {τ s(πθ(x1), . . . , πθ(xr)) = πθ(τ
sθ(x1, . . . , xr)) |

r > 0, τ ∈ ΣTr , θ :

m∏
i=1

si → s ∈ Tn+1}

and {
Defn+1(σ) = Def

′n+1(σ) if σ ∈ Σ
′n+1 \ Σ

′n+1
t

Defn+1(πθ) = {ηθ(x) = εθ(x)} for θ ∈ Tn+1.

Thus, we have ∆n+1 ⊆ Γn+1 and we consider the obvious T -enrichment on Mod(Γn+1).
We have constructed

Γ0 ⊆ ∆1 ⊆ Γ1 ⊆ · · ·

Let Γ(M,X) be the union of these �nitary essentially algebraic theories. By that we obviously
mean S(M,X) =

⋃
n>0 S

n, Σ(M,X) =
⋃
n>0 Σn, E(M,X) =

⋃
n>0E

n, Σt,(M,X) =
⋃
n>0 Σn

t and
Def(M,X)(σ) = Defn(σ) for all n > 0 and σ ∈ Σn \Σn

t . We provide Mod(Γ(M,X)) with the
T -enrichment coming from the T -enrichments on the Mod(Γn)'s.
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Proposition 4.1. Let T be a commutative �nitary one-sorted algebraic theory and (M,X)
an extended matrix of terms in T . Then the T -enriched category Mod(Γ(M,X)) is regular
with (M,X)-closed relations.

Proof. It is the `Γ ingredient' of the construction which makes Mod(Γ(M,X)) a regular
category. Indeed, each �nitary term θ of Σ(M,X) is in T

n+1 for some n > 0, which makes
the conditions of Proposition 3.2 hold.

On the other hand, the `∆ part' of the construction ensures that Mod(Γ(M,X)) has
(M,X)-closed relations. To see that, it su�ces to use Theorem 3.3 with the terms
πs : (s, 0) → s, αs ◦ p1, . . . , αs ◦ pl, κs1, . . . , κsk−l : sl → (s, 0) (where p1, . . . , pl : s

l → s

are the projections), and ρs1, . . . , ρ
s
b′ : s

b → (s, 0).

4.2 The embedding C ↪→ Lex(C, Set)op

As in [4, 23], a key ingredient to prove the embedding theorem is to consider (the restriction
of) the Yoneda embedding i : C ↪→ Lex(C, Set)op for a small �nitely complete category C.
Here, Lex(C, Set) is the category of �nite limit preserving functors C → Set and its dual
Lex(C,Set)op is denoted by C̃ as in [4]. Due to the embedding i : C ↪→ C̃, we treat C as a
full subcategory of C̃.

Theorem 4.2. [2, 18] Let C be a small �nitely complete category. The following state-
ments hold.

1. C̃ is complete and cocomplete.

2. In C̃, co�ltered limits commute with limits and �nite colimits.

3. The embedding i : C ↪→ C̃ preserves all colimits and �nite limits.

4. For all A ∈ C̃, the span (A, (c)(C,c)∈(A↓i)) is the limit of the functor

(A ↓ i) −→ C̃
c : A→ i(C) 7−→ i(C).

5. The embedding i : C ↪→ C̃ is the free co�ltered limit completion of C.

Now, if we are given a T -enrichment on C for a �nitary one-sorted algebraic theory T ,
we construct a T -enrichment on C̃ in the following way. If A is an object of C̃ and τ an
r-ary term of T , we de�ne τA : Ar → A as the unique morphism which makes the diagram

Ar
τA //

cr

��

A

c

��
i(C)r ∼=

// i(Cr)
i(τC)

// i(C)

commute for all (C, c) ∈ (A ↓ i). This morphism exists and is unique by Theorem 4.2.4.
This makes C̃ a T -enriched category and i a T -enriched functor.

In [4] and [23], the embedding C ↪→ C̃ was used because, in a regular context, each
object of C̃ has a regular C-projective cover. This has been proved in [21] in the abelian
context and in [4] in the regular context.
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Theorem 4.3. [4] Let C be a small regular category. Then C̃ is regular and each object
X ∈ C̃ admits a regular C-projective cover, i.e., a regular epimorphism X̂ � X where X̂
is a regular C-projective object.

We thus have an embedding of C in a larger category C̃ with a regular C-projective
covering. To be able to use it, we need to prove that this C̃ shares the same properties as
C. In particular, in [23], a crucial step was to prove that if C is a small regular Mal'tsev
category, then C̃ is also a regular Mal'tsev category. We now prove the corresponding result
for the property of being a regular T -enriched category with (M,X)-closed relations. This
has been (or will be respectively) proved in [22] and [24] using the theory of unconditional
exactness properties. Since this is a central ingredient in the proof of our embedding
theorem, we sketch a direct proof here.

Proposition 4.4. [24, 22] Let T be a commutative �nitary one-sorted algebraic theory,
(M,X) an extended matrix of terms in T and C a small regular T -enriched category with
(M,X)-closed relations. Then, C̃ is also a regular T -enriched category with (M,X)-closed
relations.

Proof. We already know from [4] that C̃ is a regular category. To prove it has (M,X)-closed
relations, it is equivalent to show that for any family of a parallel maps

R

r1 //... //
ra
// A

in C̃, the morphism t : T → P constructed as in the de�nition of (M,X)-closed relations
from r = (r1, . . . , ra) : R → Aa (see diagram (2)) is a regular epimorphism. From [34], we
know that this family of parallel maps (r1, . . . , ra) in C̃ is a co�ltered limit of diagrams of
the same shape from C.

R
//... //

uu ((

A

vv
))

i(Rn)
//... // i(An) · · · i(Rn′)

//... // i(An′)

Since (co�ltered) limits commute with limits, the morphism t : T → P constructed from
the original diagram in C̃ as in diagram (2) is the co�ltered limit of the morphisms
i(tn) : i(Tn) → i(Pn) constructed from the diagrams in C. But C has (M,X)-closed rela-
tions, so these tn's are all regular epimorphisms. Since co�ltered limits in C̃ commute with
�nite colimits (Theorem 4.2.2), this implies that t is also a regular epimorphism and C̃ has
(M,X)-closed relations.

4.3 Approximate co-solutions and the embedding theorem

The last ingredient used in the proof of the embedding theorem in [23] was to use the
approximate Mal'tsev co-operations in C̃ introduced in [10]. This concept has been gener-
alised in [36] for n-permutable categories and in [31] for simple Janelidze matrix conditions,
i.e., the one corresponding to an extended matrix (M,X) with k = l and b′ = 1. In order
to prove our embedding theorem in full generality, we generalise here this concept to the
case of any extended matrix.

Let (M,X) be an extended matrix of terms in the �nitary one-sorted algebraic theory
T as in (1) and C a regular T -enriched category with �nite coproducts. An approximate
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co-solution for (M,X) on Y ∈ C is a span

Z
(q1,...,qk−l)

##
d

��

(p1,...,pb′ )

||
(bY )b

′
Y (lY )k−l

satisfying (
ti1(ι1,...,ιl)

...
tib(ι1,...,ιl)

)
pj = uij(ι1d, . . . , ιld, q1, . . . , qk−l) : Z → lY

for all i ∈ {1, . . . , a} and j ∈ {1, . . . , b′}, where ι1, . . . , ιl : Y → lY are the coproduct
injections. The morphism d : Z → Y is then called the approximation of the approximate
co-solution. For each Y ∈ C, there is a universal approximate co-solution on Y . Let L be
the following product,

L = (bY )b
′ × Y × (lY )k−l

(q′1,...,q
′
k−l)

))
d′

��

(p′1,...,p
′
b′ )

vv
(bY )b

′
Y (lY )k−l

consider the equaliser

W (Y ) //
e // L


 ti1(ι1,...,ιl)

...
tib(ι1,...,ιl)

p′j

i∈{1,...,a}
j∈{1,...,b′} //

(uij(ι1d′,...,ιld′,q′1,...,q′k−l)) i∈{1,...,a}
j∈{1,...,b′}

// (lY )a×b
′

and let dY = d′e, (pY1 , . . . , p
Y
b′ ) = (p′1e, . . . , p

′
b′e) and (qY1 , . . . , q

Y
k−l) = (q′1e, . . . , q

′
k−le).

Then
W (Y )

(qY1 ,...,q
Y
k−l)

$$
dY

��

(pY1 ,...,p
Y
b′ )

zz
(bY )b

′
Y (lY )k−l

is the universal approximate co-solution for (M,X) on Y , in the sense that any other
factorises uniquely through it.

Theorem 4.5. Let T be a �nitary one-sorted algebraic theory, (M,X) an extended matrix
of terms in T and C a regular T -enriched category with �nite coproducts. The following
statements are equivalent:

1. C has (M,X)-closed relations.

2. For each Y ∈ C, there is an approximate co-solution for (M,X) on Y for which the
approximation d is a regular epimorphism.

3. For each Y ∈ C, the universal approximate co-solution for (M,X) on Y is such that
the approximation dY is a regular epimorphism.
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Proof. 3 ⇒ 2 is obvious and 2 ⇒ 3 follows from the universality of W (Y ). Let us prove
1 ⇒ 2. So let Y ∈ C and consider the pullbacks

P
f ′ //

f

��

(bY )b


tY,op11 ··· tY,opa1...

...
tY,op1b ··· tY,opab


b

��
(lY )l  tlY11 ··· tlY1b...

...
tlYa1 ··· tlYab


// ((lY )a)b

Q
g′ //

g

��

(bY )b
′


tY,op11 ··· tY,opa1...

...
tY,op1b ··· tY,opab


b′

��
(lY )k 

ulY11 ··· ulY1b′...
...

ulYa1 ··· ulYab′


// ((lY )a)b

′

and

T
t′ //

t

��

Q

g

��
(lY )k ∼= (lY )l × (lY )k−l

π1
��

P
f

// (lY )l.

Since the image of the morphism

bY


tY,op11 ··· tY,opa1...

...
tY,op1b ··· tY,opab


// (lY )a

is an (M,X)-closed relation, t is a regular epimorphism. In addition, the diagram

Y
(ι1,...,ιb) //

(ι1,...,ιl)

��

(bY )b


tY,op11 ··· tY,opa1...

...
tY,op1b ··· tY,opab


b

��
(lY )l  tlY11 ··· tlY1b...

...
tlYa1 ··· tlYab


// ((lY )a)b
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commutes and (ι1, . . . , ιl) factors through f . Hence, if we consider the pullback

S
s′ //

s

����

Q

g

��
(lY )k ∼= (lY )l × (lY )k−l

π1
��

Y
(ι1,...,ιl)

// (lY )l

s is a pullback of t and is thus a regular epimorphism. Therefore, we have the expected
approximate co-solution for (M,X) on Y :

S
π2gs′

##
s
����

g′s′

||
(bY )b

′
Y (lY )k−l

It is actually an approximate co-solution for (M,X) on Y since, for each i ∈ {1, . . . , a}
and j ∈ {1, . . . , b′},(

ti1(ι1,...,ιl)
...

tib(ι1,...,ιl)

)
g′js
′ = ulYij gs

′

= uij(g1s
′, . . . , gks

′)

= uij(ι1s, . . . , ιls, gl+1s
′, . . . , gks

′)

by de�nition of the pullback Q, where g = (g1, . . . , gk) and g
′ = (g′1, . . . , g

′
b′).

It remains to prove 3 ⇒ 1. Let r : R� Aa be an a-ary relation on A in C. We are
going to use Proposition 2.1 to prove that r is (M,X)-closed. So, we consider a morphism
y = (y1, . . . , yl) : Y → Al such that

(t1j(y1, . . . , yl), . . . , taj(y1, . . . , yl)) : Y → Aa

factors through r for each j ∈ {1, . . . , b}. By assumption, we have a regular epimorphism
dY : W (Y )� Y and morphisms

zv =

( y1
...
yl

)
qYv−l : W (Y )→ A

for v ∈ {l + 1, . . . , k}. Now, for each j ∈ {1, . . . , b′},

(u1j(y1d
Y , . . . , yld

Y , zl+1, . . . , zk), . . . , uaj(y1d
Y , . . . , yld

Y , zl+1, . . . , zk))

=

(( y1
...
yl

)
u1j(ι1d

Y , . . . , ιld
Y , qY1 , . . . , q

Y
k−l), . . . ,

( y1
...
yl

)
uaj(ι1d

Y , . . . , ιld
Y , qY1 , . . . , q

Y
k−l)

)

=

( y1
...
yl

) tY,op11...
tY,op1b

 pj , . . . ,

( y1
...
yl

) tY,opa1...
tY,opab

 pj


=

(
t11(y1,...,yl) ··· ta1(y1,...,yl)

...
...

t1b(y1,...,yl) ··· tab(y1,...,yl)

)
pj

which factors through r by assumption on y1, . . . , yl. This proves that r is (M,X)-closed.

22



We can now state our embedding theorem. What remains to be done to prove it is
just a mere translation of the proof in [23] for the Mal'tsev case. Therefore, we omit it (a
detailed proof can still be found in [22]).

Theorem 4.6. Let T be a commutative �nitary one-sorted algebraic theory, (M,X) an
extended matrix of terms in T and C a small regular T -enriched category with (M,X)-
closed relations. We denote by Sub(1) the set of subobjects of the terminal object 1 of C.
Then, there exists a faithful T -enriched embedding φ : C ↪→ Mod(Γ(M,X))

Sub(1) which
preserves and re�ects �nite limits, isomorphisms and regular epimorphisms. Moreover, for
each morphism f : C → C ′ in C, each I ∈ Sub(1) and each s ∈ S(M,X),

(Imφ(f)I)s = {(φ(f)I)s(x) |x ∈ (φ(C)I)s}.

4.4 Embedding theorem for regular protomodular categories

We now turn our attention to the protomodular case. In a similar way than we did for
Janelidze matrix conditions, we are going to prove an embedding theorem for regular pro-
tomodular categories and for homological categories [5] (i.e., pointed regular protomodular
categories). Unfortunately, this time we will need to assume the existence of some colim-
its. In order to treat both cases (pointed and non-pointed) simultaneously, we are going
to consider regular T -enriched protomodular categories. The non-pointed case then cor-
responds to T = Th[Set] while the pointed case corresponds to T = Th[Set∗]. So let T
be a commutative �nitary one-sorted algebraic theory and let us construct the essentially
algebraic theory ΓTproto. Again, ΣTr represents the set of r-ary operation symbols of T .

We are again going to construct recursively a series of �nitary essentially algebraic
theories

Γ0 ⊆ ∆1 ⊆ · · · ⊆ Γn ⊆ ∆n+1 ⊆ · · ·
and a T -enrichment on the corresponding categories of models. Let us �rst de�ne Γ0 =
(S0,Σ0, E0,Σ0

t ,Def0):

� S0 = {?},

� Σ0 = Σ0
t = {τ? : ?r → ? | r > 0, τ ∈ ΣTr },

� E0 = {all axioms from T for the τ?'s}.

We consider the obvious T -enrichment on Mod(Γ0) ∼= AlgT . Now, let us suppose we have
de�ned

Γ0 ⊆ ∆1 ⊆ · · · ⊆ ∆n ⊆ Γn

and the T -enrichment on Mod(Γn) (with Γn = (Sn,Σn, En,Σn
t ,Defn)). We are going to

construct
∆n+1 = (S

′n+1,Σ
′n+1, E

′n+1,Σ
′n+1
t ,Def

′n+1)

�rst. Below, S
0

= S0 and S
n

= Sn \ Sn−1 if n > 1.

S
′n+1 = Sn ∪ {(s, 0), (s, 1) | s ∈ Sn} ∼= Sn t Sn t Sn,

Σ
′n+1
t = Σn

t ∪ {τ (s,0) : (s, 0)r → (s, 0) | r > 0, τ ∈ ΣTr , s ∈ S
n}

∪ {τ (s,1) : (s, 1)r → (s, 1) | r > 0, τ ∈ ΣTr , s ∈ S
n}

∪ {δs : s2 → (s, 0) | s ∈ Sn}
∪ {ω(s,0) constant operation symbol on (s, 0) | s ∈ Sn}
∪ {ηs, εs : (s, 0)× s→ (s, 1) | s ∈ Sn},
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Σ
′n+1 = Σn ∪ Σ

′n+1
t ∪ {πs : (s, 0)× s→ s | s ∈ Sn},

E
′n+1 = En ∪ {δs(x, x) = ω(s,0) | s ∈ Sn}

∪ {ηs(δs(x, y), y) = εs(δs(x, y), y) | s ∈ Sn}
∪ {πs(δs(x, y), y) = x | s ∈ Sn}
∪ {δs(πs(x, y), y) = x | s ∈ Sn}
∪ {all axioms from T for the τ (s,0)'s and the τ (s,1)'s | s ∈ Sn}
∪ {τ (s,0)(δs(x1, y1), . . . , δs(xr, yr))

= δs(τ s(x1, . . . , xr), τ
s(y1, . . . , yr)) | r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ (s,0)(ω(s,0), . . . , ω(s,0)) = ω(s,0) | r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ (s,1)(ηs(x1, y1), . . . , ηs(xr, yr))

= ηs(τ (s,0)(x1, . . . , xr), τ
s(y1, . . . , yr))| r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ (s,1)(εs(x1, y1), . . . , εs(xr, yr))

= εs(τ (s,0)(x1, . . . , xr), τ
s(y1, . . . , yr)) | r > 0, τ ∈ ΣTr , s ∈ S

n}
∪ {τ s(πs(x1, y1), . . . , πs(xr, yr))

= πs(τ (s,0)(x1, . . . , xr), τ
s(y1, . . . , yr)) | r > 0, τ ∈ ΣTr , s ∈ S

n}

and {
Def

′n+1(σ) = Defn(σ) if σ ∈ Σn \ Σn
t

Def
′n+1(πs) = {ηs(x) = εs(x)} for s ∈ Sn.

Hence, we have Γn ⊆ ∆n+1 and we consider the obvious T -enrichment on Mod(∆n+1).
Let now Tn+1 be the set of �nitary terms θ :

∏m
i=1 si → s of Σ

′n+1 which are not terms
of Σ

′n (where we consider Σ
′0 = ∅). We then de�ne Γn+1 as:

Sn+1 = S
′n+1 ∪ {sθ, s′θ | θ ∈ Tn+1} ∼= S

′n+1 t Tn+1 t Tn+1,

Σn+1
t = Σ

′n+1
t ∪ {τ sθ : srθ → sθ | r > 0, τ ∈ ΣTr , θ ∈ Tn+1}

∪ {τ s′θ : (s′θ)
r → s′θ | r > 0, τ ∈ ΣTr , θ ∈ Tn+1}

∪ {αθ : s→ sθ | θ :

m∏
i=1

si → s ∈ Tn+1}

∪ {µθ :

m∏
i=1

si → sθ | θ :

m∏
i=1

si → s ∈ Tn+1}

∪ {ηθ, εθ : sθ → s′θ | θ ∈ Tn+1},

Σn+1 = Σ
′n+1 ∪ Σn+1

t ∪ {πθ : sθ → s | θ :

m∏
i=1

si → s ∈ Tn+1},
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En+1 = E
′n+1 ∪ {ηθ(αθ(x)) = εθ(αθ(x)) | θ ∈ Tn+1}
∪ {πθ(αθ(x)) = x | θ ∈ Tn+1}
∪ {αθ(πθ(x)) = x | θ ∈ Tn+1}

∪ {αθ(θ(x1, . . . , xm)) = µθ(x1, . . . , xm) | θ :
m∏
i=1

si → s ∈ Tn+1}

∪ {all axioms from T for the τ sθ 's and the τ s
′
θ 's | θ ∈ Tn+1}

∪ {τ sθ(αθ(x1), . . . , αθ(xr)) = αθ(τ
s(x1, . . . , xr)) |

r > 0, τ ∈ ΣTr , θ :

m∏
i=1

si → s ∈ Tn+1}

∪ {τ sθ(µθ(x11, . . . , x1m), . . . , µθ(xr1, . . . , xrm))

= µθ(τ
s1(x11, . . . , xr1), . . . , τ

sm(x1m, . . . , xrm)) |

r > 0, τ ∈ ΣTr , θ :
m∏
i=1

si → s ∈ Tn+1}

∪ {τ s′θ(ηθ(x1), . . . , ηθ(xr)) = ηθ(τ
sθ(x1, . . . , xr)) |
r > 0, τ ∈ ΣTr , θ ∈ Tn+1}

∪ {τ s′θ(εθ(x1), . . . , εθ(xr)) = εθ(τ
sθ(x1, . . . , xr)) |
r > 0, τ ∈ ΣTr , θ ∈ Tn+1}

∪ {τ s(πθ(x1), . . . , πθ(xr)) = πθ(τ
sθ(x1, . . . , xr)) |

r > 0, τ ∈ ΣTr , θ :
m∏
i=1

si → s ∈ Tn+1}

and {
Defn+1(σ) = Def

′n+1(σ) if σ ∈ Σ
′n+1 \ Σ

′n+1
t

Defn+1(πθ) = {ηθ(x) = εθ(x)} for θ ∈ Tn+1.

Thus, we have ∆n+1 ⊆ Γn+1 and we consider the obvious T -enrichment on Mod(Γn+1).
This ends the recursive de�nition of the series

Γ0 ⊆ ∆1 ⊆ Γ1 ⊆ · · ·

and we set ΓTproto to be the union of these �nitary essentially algebraic theories. We provide

Mod(ΓTproto) with the T -enrichment coming from the T -enrichments on the Mod(Γn)'s.

Since they will be the most important cases, we denote Γ
Th[Set]
proto simply by Γproto and

Γ
Th[Set∗]
proto by Γhomo.

Proposition 4.7. Let T be a commutative �nitary one-sorted algebraic theory. The
T -enriched category Mod(ΓTproto) is regular and protomodular.

Proof. The `∆ part' of the construction makes Mod(ΓTproto) protomodular. Indeed, con-

sidering πs : (s, 0) × s → s, d1 = δs and w1 = ω(s,0), ΓTproto satis�es the conditions of
Theorem 3.6.

On the other hand, the `Γ ingredient' of the construction ensures that Mod(ΓTproto) is

a regular category since each �nitary term θ of ΣTproto is in Tn+1 for some n > 0, which
makes the conditions of Theorem 3.2 hold.
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Similarly to what we did for Janelidze matrix conditions, we still need some approxi-
mate co-operations. This has been treated in [11].

Theorem 4.8. (Theorem 6.4 in [11]) Let C be a �nitely complete category with �nite
coproducts. Then C is protomodular if and only if, for each X ∈ C, the morphism(

dX
ι2

)
: D(X) +X → X +X

is a strong epimorphism where the square

D(X)
dX //

eX

��

X +X(
1X
1X

)
��

0
!

// X

is a pullback, 0 the initial object and ι2 : X → X +X is the second coproduct injection.

Finally, we also need to prove that, under some assumptions, regular protomodularity
is also a property which lifts from C to C̃. This is where colimits are needed.

Proposition 4.9. Let C be a small regular protomodular category. Suppose either that
C has binary coproducts or that C has pushouts of split monomorphisms along arbitrary
morphisms. Then C̃ is also a regular protomodular category.

Proof. This has been (or will be) proved in [22, 24] using the theory of unconditional
exactness properties. A direct proof also exists using a similar technique to what we did
in Proposition 4.4. It uses here the fact that a �nitely complete category is protomodular
if and only if, for each morphism of points (u, v) : (p, s) → (p′, s′) for which the square
p′u = vp is a pullback,

A
u //

p
����

A′

p′
����

B v
//

s

OO

B′

s′

OO

the morphisms u and s′ are jointly strongly epimorphic. If binary coproducts exist and
in a regular context, this means that the factorisation ( us′ ) : A + B′ → A′ is a regular
epimorphism. If the pushout of s along v exists and in a regular context, this means
that the factorisation of the upward commutative square above through this pushout is a
regular epimorphism. In both cases, a similar technique than in Proposition 4.4 can be
applied.

Putting together all these ingredients, we have an embedding theorem for regular pro-
tomodular and homological categories (assuming the existence of some colimits). The
proof is again similar to the one in [23] and we omit it. The small di�erences for the
protomodular case can be found in [22].

Theorem 4.10. Let T be a commutative �nitary one-sorted algebraic theory and C a
small regular protomodular T -enriched category. Suppose also either that C has binary
coproducts or that C has pushouts of split monomorphisms along arbitrary morphisms. We
denote by Sub(1) the set of subobjects of the terminal object 1 of C. Then, there exists a
faithful T -enriched embedding φ : C ↪→ Mod(ΓTproto)

Sub(1) which preserves and re�ects �nite
limits, isomorphisms and regular epimorphisms. Moreover, for each morphism f : C → C ′

in C, each I ∈ Sub(1) and each s ∈ STproto,

(Imφ(f)I)s = {(φ(f)I)s(x) |x ∈ (φ(C)I)s}.
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Remark 4.11. The assumption about colimits in Theorem 4.10 is only used to prove
that Lex(C,Set)op is also protomodular. If one has another condition on the small regular
protomodular category C which also implies that C̃ is protomodular, such an embedding
will also exist.

In the pointed context, Sub(1) is reduced to a singleton. We thus have the following
corollary.

Corollary 4.12. Let C be a small homological category with binary coproducts or pushouts
of split monomorphisms along arbitrary morphisms. Then, there exists a regular conser-
vative embedding C ↪→ Mod(Γhomo).

Proof. Let T = Th[Set∗] in Theorem 4.10.

5 Applications

Analogously to the metatheorems of [5], our Embedding Theorem 4.6 for Janelidze matrix
conditions gives a way to prove some statements in regular T -enriched categories with
(M,X)-closed relations in an `essentially algebraic way' as follows. Besides, our Embedding
Theorem 4.10 for protomodular categories cannot be used in that way, unless the existence
of coproducts or pushouts is assumed.

Let (M,X) be an extended matrix of terms in the commutative �nitary one-sorted
algebraic theory T . Consider a statement P of the form ψ ⇒ ω, where ψ and ω are
conjunctions of properties which can be expressed as

1. some �nite diagram is commutative,

2. some �nite diagram is a limit diagram,

3. the equality τ(f1, . . . , fr) = g holds for an r-ary term τ of T and parallel morphisms
f1, . . . , fr, g,

4. some morphism is a monomorphism,

5. some morphism is a regular epimorphism,

6. some morphism is an isomorphism,

7. some morphism factors through a given monomorphism.

Then, this statement P is valid in all regular T -enriched V-categories with (M,X)-closed
relations (for all universes V) if and only if it is valid in Mod(Γ(M,X)) (for all universes).
Indeed, in view of Proposition 4.1, the `only if part' is obvious. Conversely, if C is a regular
T -enriched category with (M,X)-closed relations, we can suppose it is small up to a change
of universe. Therefore, by Theorem 4.6, it su�ces to prove P in Mod(Γ(M,X))

Sub(1). Since
every part of the statement P is `componentwise', it is enough to prove it in Mod(Γ(M,X)).

At a �rst glance, one could think this technique will be hard to use in practice, in view
of the di�cult de�nition of Mod(Γ(M,X)). However, due to the additional property in our
Theorem 4.6, we can suppose the homomorphisms f : A→ B considered in the statement
P have an easy description of their images, i.e.,

(Im f)s = {fs(a) | a ∈ As}
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for all s ∈ S(M,X). In particular, if f is a regular epimorphism, fs will be a surjective
function for all s ∈ S(M,X). Therefore, in practice, it seems we will never have to use the
operations αθ, µθ, ηθ, εθ and πθ. They were built only to make Mod(Γ(M,X)) a regular
category.

We now show on concrete examples how to use the embedding theorem and prove
some results using elements and operations. A �rst example can be found in [23] in the
Mal'tsev case and a second one in [25] in the n-permutable case. Let us give here one
in the subtractive case and one in the Goursat case. We recall from our Example 2.3
that a pointed (i.e., Th[Set∗]-enriched) regular category is subtractive if and only if it has((

x 0 x
x x 0

)
, ∅
)
-closed relations.

Lemma 5.1. [12] Let C be a regular subtractive category and d an approximate subtrac-
tion in C (i.e., a morphism d : A×A→ B such that d(1, 1) = 0).

A
0

##
(1,1)

��
A×A

d
// B

Let also x, y, z, w : C → A be four morphisms in C such that d(x, y) = d(z, t). Then
d(x, z) = d(y, t).

Proof. By our embedding Theorem 4.6, it is enough to prove this lemma in Mod(Γ(M,X))

with (M,X) =

((
x 0 x
x x 0

)
, ∅
)
. So, let s ∈ S(M,X) and c ∈ Cs. We can compute:

αs(d(x(c), z(c))) = ρs1(d(x(c), z(c)), 0s)

= ρs1(d(x(c), z(c)), d(z(c), z(c)))

= d(ρs1((x(c), z(c)), (z(c), z(c))))

= d(ρs1(x(c), z(c)), ρs1(z(c), z(c)))

= d(ρs1(x(c), z(c)), 0(s,0))

= d(ρs1(x(c), z(c)), ρs1(y(c), y(c)))

= d(ρs1((x(c), y(c)), (z(c), y(c))))

= ρs1(d(x(c), y(c)), d(z(c), y(c)))

= ρs1(d(z(c), t(c)), d(z(c), y(c)))

= d(ρs1(z(c), z(c)), ρ
s
1(t(c), y(c)))

= d(ρs1(y(c), y(c)), ρs1(t(c), y(c)))

= ρs1(d(y(c), t(c)), d(y(c), y(c)))

= ρs1(d(y(c), t(c)), 0s)

= αs(d(y(c), t(c))).

Since πs(αs(x)) is everywhere-de�ned and πs(αs(x)) = x holds for each x ∈ Bs, αs : Bs →
B(s,0) is injective. We can thus deduce from the above calculation that d(x(c), z(c)) =
d(y(c), t(c)), which concludes the proof.

Notice that this proof is directly inspired from the proof of the same lemma in subtrac-
tive varieties. For a general extended matrix (M,X), this will often be the case. Indeed,
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many (but not all) proofs for T -enriched algebraic varieties with (M,X)-closed relations
can be transposed into a proof in Mod(Γ(M,X)).

The same phenomenon appears again in the next example, in the 3-permutable context.
Example 2.3 tells us that a regular category is Goursat (i.e., 3-permutable) if and only if

it has

((
x y y x z
x x y z y

)
, {z}

)
-closed relations. Next lemma admits a generalisation

for n-permutable categories, but we set n = 3 in order to keep computations simple. Let
us recall that in a regular category, the composition of the relations (r1, r2) : R� A× B
(represented as R : A→ B) and (s1, s2) : S � B×C (represented as S : B → C) is denoted
S ◦R = SR : A→ C and is de�ned as (t1, t2) : S ◦R� A×C where (t1, t2)q is the image
factorisation of (r1p1, s2p2) : P → A× C and (p1, p2) is the pullback of s1 along r2.

P

p1

}}

p2

!!

q

����
R

r1

��

r2

!!

S ◦R

t1

vv

t2

((

S

s2

��

s1

}}
A B C

We also denote by R◦ the opposite relation (r2, r1) : R� B ×A.

Lemma 5.2. (Theorem 3.5 in [13]) Let R � A × B be a relation in a regular Goursat
category C. Then, R◦RR◦R 6 R◦R.

Proof. By our embedding Theorem 4.6, it is enough to prove this lemma in Mod(Γ(M,X))

with (M,X) =

((
x y y x z
x x y z y

)
, {z}

)
. Let s ∈ S(M,X). Considering the description

of images of morphisms on the form φ(f)I in Theorem 4.6 and the above de�nition of R◦R,
we can assume without loss of generality that

(R◦R)s = {(a, a′) ∈ As ×As | ∃b ∈ Bs such that aRb, a′Rb}.

In the same way, we can assume without loss of generality that

(R◦RR◦R)s = {(a, a′′) ∈ As ×As | ∃a′ ∈ As, b, b′ ∈ Bs such that aRb, a′Rb, a′Rb′, a′′Rb′}.

So, let (a, a′′) ∈ (R◦RR◦R)s and we want to prove that (a, a′′) ∈ (R◦R)s. Since (a, b) ∈ Rs,
(a′, b) ∈ Rs and (a′, b′) ∈ Rs (for some a′, b, b′), we know that

(ρs1(a, a
′, a′), ρs1(b, b, b

′)) = (αs(a), κs1(b, b
′)) ∈ R(s,0).

Moreover, since (a′, b) ∈ Rs, (a′, b′) ∈ Rs and (a′′, b′) ∈ Rs, we also know that

(ρs2(a
′, a′, a′′), ρs2(b, b

′, b′)) = (αs(a′′), κs1(b, b
′)) ∈ R(s,0).

Therefore, αs(a, a′′) = (αs(a), αs(a′′)) ∈ (R◦R)(s,0) and (a, a′′) = πs(αs(a, a′′)) ∈ (R◦R)s.
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We warn the reader here that all algebraic proofs cannot be rewritten as they are in an
essentially algebraic way (and in particular in Mod(Γ(M,X))). For instance, let us consider
the following `ad hoc' property (Psub) of a pointed regular category:

Given �ve parallel morphisms

A

f //
g //
h //
k //
l
//
B,

we consider the limits L and L′ of the diagrams made of plain arrows below:

L
p1

ww

p2
��

p3

''

��

A

f

��

g

��

k

  
l

��

A
k

~~
f

��

h

��

l

��

g

  

A

f

~~
g

��

h

��

k

��lyy

B B

B B B 0oo // B

L′

q1

ww

q2

''

��

A

f

��

g

��

k

��

l

��

h

&&

L

p1

��
B B 0oo B A

h
oo

Then (Psub) requires that q2 is a regular epimorphism.

Lemma 5.3. LetK be a �nitary one-sorted algebraic theory such that AlgK is a subtractive
category. Then AlgK satis�es the property (Psub).

Proof. From [27] or from Theorem 2.2, we know there exists a binary term d in K such
that {

d(x, 0) = x

d(x, x) = 0

are theorems in K (where 0 is the unique constant of K). The property (Psub) means that
for each triple (x, y, z) ∈ A3 satisfying the identities

f(x) = g(x)

k(x) = k(y)

f(y) = h(y) = l(y) = 0


g(y) = f(z)

g(z) = h(z) = k(z) = 0

l(x) = l(z),

there exists an element a ∈ A such that f(a) = g(a), k(a) = l(a) = 0 and h(a) = h(x). In
the subtractive variety AlgK, it su�ces to consider a = d(d(x, y), z). Indeed, we have

f(a) = d(d(f(x), f(y)), f(z))

= d(d(g(x), 0), g(y))

= d(g(x), g(y))

= d(d(g(x), g(y)), 0)

= d(d(g(x), g(y)), g(z))

= g(a)

k(a) = d(d(k(x), k(y)), k(z)) = d(d(k(x), k(x)), 0) = d(k(x), k(x)) = 0

l(a) = d(d(l(x), l(y)), l(z)) = d(d(l(x), 0), l(x)) = d(l(x), l(x)) = 0

and
h(a) = d(d(h(x), h(y)), h(z)) = d(d(h(x), 0), 0) = d(h(x), 0) = h(x).
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Although this property (Psub) holds for subtractive varieties, it seems it is not true for
all regular subtractive categories. In particular, the direct translation of the above proof

in Mod(Γ(M,X)) for (M,X) =

((
x 0 x
x x 0

)
, ∅
)

does not work. The reason is that the

equality
d(d(g(x), 0), g(y)) = d(g(x), g(y)) = d(d(g(x), g(y)), 0)

should become

ρ
(s,0)
1 (ρs1(g(x), 0s), αs(g(y))) = ρ

(s,0)
1 (αs(g(x)), αs(g(y)))

(∗)
= α(s,0)(ρs1(g(x), g(y)))

= ρ
(s,0)
1 (ρs1(g(x), g(y)), 0(s,0))

where the equality (∗) does not seem to hold. The morphisms h, k and l from prop-
erty (Psub) where constructed only to prevent the existence of another easy proof of the
same property in Mod(Γ(M,X)).

Intuitively, this counter-example tells us that the order in which we apply the operations
matters. In the algebraic proof above, the term with d applied non-trivially �rst (i.e.,
d(d(g(x), g(y)), 0)) was equal to the term with d applied non-trivially in second position
(i.e., d(d(g(x), 0), g(y))). As we can see this kind of equality seems to be impossible to
transpose in Mod(Γ(M,X)).

6 The exact context

We recall that a regular category C is exact (in the sense of Barr [3]) if every equiva-
lence relation is a kernel pair. The aim of this section is to prove similar results than
Theorems 4.6 and 4.10 for exact T -enriched categories with (M,X)-closed relations and
for exact T -enriched protomodular categories. Now, the `representing categories' are
Mod(Γ(M,X))ex / reg and Mod(ΓTproto)ex / reg, the exact completions of Mod(Γ(M,X)) and

Mod(ΓTproto) respectively. We recall here the exact completion of a regular category, which
�rst appeared in [33].

Let C be a well-powered regular category. Its exact completion Cex / reg is de�ned as
the following category:

� objects of Cex / reg are pairs (A,R) where A is an object of C and R an equivalence
relation on A.

� arrows α : (A,R)→ (B,S) are relations α : A→ B such that

1. SαR = α

2. αα◦ 6 S

3. R 6 α◦α

� The identity on (A,R) is R : A→ A.

� Composition is the composition of relations.

We then get a functor

I : C −→ Cex / reg

A 7−→ (A,∆A)

f : A→ B 7−→ (1A, f) : A� A×B
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where ∆A is the discrete equivalence relation on A, i.e., (1A, 1A) : A� A×A.

Proposition 6.1. [33] Let C be a well-powered regular category. Then, Cex / reg is exact,
I : C ↪→ Cex / reg is fully faithful and preserves �nite limits and regular epimorphisms. It is
the exact completion of C in the sense that, for each functor F : C → D which preserves
�nite limits and regular epimorphisms for an exact category D, there exists a unique
(up to isomorphism) functor F̂ : Cex / reg → D which preserves �nite limits and regular

epimorphisms and such that F̂ I = F .

C �
� I //

F ��

Cex / reg

F̂{{
D

Now, if we consider a T -enrichment on C for a �nitary one-sorted algebraic theory T ,
we can build one on Cex / reg. Indeed, for each r-ary term τ of T and each object (A,R) of
Cex / reg, we consider the map

(A,R)r = (Ar, Rr)
R ◦ (1Ar ,τA) // (A,R)

where Rr denotes here the equivalence relation given by the product

R× · · · ×R� A2 × · · · ×A2 ∼= Ar ×Ar.

It is easy to see that this de�nes a T -enrichment on Cex / reg such that i : C ↪→ Cex / reg is a
T -enriched functor. Moreover, this makes Cex / reg the T -enriched exact completion of C,
in the sense that, with the notation of Proposition 6.1, if D and F are T -enriched, F̂ is
also T -enriched. We now need a few results in order to get our embedding theorem.

Lemma 6.2. Let (M,X) be an extended matrix of terms in the �nitary one-sorted alge-
braic theory T as in (1). Let also r : R� Aa be an a-ary relation in the regular T -enriched
category C. If p : B � A is a regular epimorphism and if we consider the pullback

S
q // //

��
s
��

R
��
r
��

Ba
pa
// // Aa

then, r is (M,X)-closed if and only if s is (M,X)-closed.

Proof. We are going to use Proposition 2.1. Let us suppose �rstly that r is (M,X)-closed
and let (y1, . . . , yl) : Y → Bl be such that

(t1j(y1, . . . , yl), . . . , taj(y1, . . . , yl)) = svj : Y → Ba

for some v1, . . . , vb : Y → S. Thus,

(t1j(py1, . . . , pyl), . . . , taj(py1, . . . , pyl)) = pa(t1j(y1, . . . , yl), . . . , taj(y1, . . . , yl))

= pasvj

= rqvj
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factors through r. Since r is (M,X)-closed, there is a regular epimorphism p′ : Z � Y and
morphisms zl+1, . . . , zk : Z → A such that

(u1j(py1p
′, . . . , pylp

′, zl+1, . . . , zk), . . . , uaj(py1p
′, . . . , pylp

′, zl+1, . . . , zk)) = rwj

for some w1, . . . , wb′ : Z → R. Now, we consider the pullback

Z ′
(z′l+1,...,z

′
k) //

q′

����

Bk−l

pk−l
����

Z
(zl+1,...,zk)

// Ak−l

and we prove that the required property is satis�ed with the regular epimorphism p′q′ :
Z ′ � Y and the morphisms z′l+1, . . . , z

′
k : Z ′ → B. In view of the de�nition of s, we only

have to notice that

pa(u1j(y1p
′q′, . . . , ylp

′q′, z′l+1, . . . , z
′
k), . . . , uaj(y1p

′q′, . . . , ylp
′q′, z′l+1, . . . , z

′
k))

= (u1j(py1p
′q′, . . . , pylp

′q′, zl+1q
′, . . . , zkq

′), . . . , uaj(py1p
′q′, . . . , pylp

′q′, zl+1q
′, . . . , zkq

′))

= rwjq
′

factors through r for all j ∈ {1, . . . , b′}.
Conversely, let us suppose s is (M,X)-closed and consider a morphism (y1, . . . , yl) :

Y → Al such that

(t1j(y1, . . . , yl), . . . , taj(y1, . . . , yl)) = rvj : Y → Aa

for some v1, . . . , vb : Y → R. We also consider the pullback

Y ′
(y′1,...,y

′
l) //

q′

����

Bl

pl
����

Y
(y1,...,yl)

// Al.

Since

pa(t1j(y
′
1, . . . , y

′
l), . . . , taj(y

′
1, . . . , y

′
l)) = (t1j(y1q

′, . . . , ylq
′), . . . , taj(y1q

′, . . . , ylq
′))

= rvjq
′,

the morphism
(t1j(y

′
1, . . . , y

′
l), . . . , taj(y

′
1, . . . , y

′
l)) : Y ′ → Ba

factors through s for all j ∈ {1, . . . , b}. But s is (M,X)-closed, so there exists a regular
epimorphism p′ : Z � Y ′ and morphisms zl+1, . . . , zk : Z → B such that

(u1j(y
′
1p
′, . . . , y′lp

′, zl+1, . . . , zk), . . . , uaj(y
′
1p
′, . . . , y′lp

′, zl+1, . . . , zk)) = swj

for some w1, . . . , wb′ : Z → S. Now, the required property is satis�ed with the regular
epimorphism q′p′ : Z � Y and the morphisms pzl+1, . . . , pzk : Z → A. Indeed,

(u1j(y1q
′p′, . . . , ylq

′p′, pzl+1, . . . , pzk), . . . , uaj(y1q
′p′, . . . , ylq

′p′, pzl+1, . . . , pzk))

= pa(u1j(y
′
1p
′, . . . , y′lp

′, zl+1, . . . , zk), . . . , uaj(y
′
1p
′, . . . , y′lp

′, zl+1, . . . , zk))

= paswj

= rqwj

factors through r for all j ∈ {1, . . . , b′}.
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Lemma 6.3. Let (M,X) be an extended matrix of terms in the �nitary one-sorted alge-
braic theory T as in (1). Let also r : R � Aa be an a-ary relation in the well-powered
regular T -enriched category C. This gives an a-ary relation I(r) : I(R)� I(Aa) ∼= I(A)a

in Cex / reg. Then, r is (M,X)-closed if and only if I(r) is (M,X)-closed.

Proof. This comes from the fact that I : C ↪→ Cex / reg is T -enriched and preserves and
re�ects �nite limits and regular epimorphisms.

It is proved in [19] that if C is a regular well-powered Mal'tsev category, then its exact
completion Cex / reg is also a Mal'tsev category. We now generalise this result for Janelidze
matrix conditions.

Theorem 6.4. Let n > 0 and (M1, X1), . . . , (Mn, Xn) and (M,X) be extended matrices
of terms in the �nitary one-sorted algebraic theory T (with the same number a of lines).
Let also C be a well-powered regular T -enriched category. If every a-ary relation of C
which is (Mi, Xi)-closed for all i ∈ {1, . . . , n} is also (M,X)-closed, then the same occurs
in Cex / reg.

Proof. Let r : R � Aa be an a-ary relation of Cex / reg which is (Mi, Xi)-closed for all
i ∈ {1, . . . , n}. It is proved in [37] that there exists an object B ∈ C and a regular
epimorphism p : I(B)� A in Cex / reg. So, we can consider the pullback

• // //
��

��

R
��
r
��

I(B)a
pa
// // Aa.

Moreover, it is shown in [37], that under the embedding I : C ↪→ Cex / reg, C is closed
under subobjects in Cex / reg (up to isomorphisms). Hence, we have the following pullback
in Cex / reg

I(S)
q // //

��
I(s)
��

R
��
r
��

I(Ba)
pa
// // Aa

for some a-ary relation s : S � Ba in C. Now, by Lemma 6.2, I(s) is (Mi, Xi)-closed for
all i ∈ {1, . . . , n}. By Lemma 6.3, s is (Mi, Xi)-closed for all i ∈ {1, . . . , n}. Thus, by the
assumption on C, s is (M,X)-closed. Again by Lemma 6.3, I(s) is (M,X)-closed and by
Lemma 6.2, r is (M,X)-closed.

Corollary 6.5. Let T be a commutative �nitary one-sorted algebraic theory and (M,X)
an extended matrix of terms in T . Then, Mod(Γ(M,X))ex / reg is exact with (M,X)-closed
relations.

Proof. It is standard to prove that Mod(Γ(M,X)) is well-powered. Then Mod(Γ(M,X))ex / reg
is exact from Proposition 6.1 and has (M,X)-closed relations by Propositions 4.1 and 6.4.

Proposition 6.6. Let T be a commutative �nitary one-sorted algebraic theory. Then,
Mod(ΓTproto)ex / reg is an exact T -enriched protomodular category.
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Proof. Again, Mod(ΓTproto) is well-powered and regular, so Mod(ΓTproto)ex / reg is an exact
T -enriched category. To conclude, we use Proposition 5.2 in [19] which says that the exact
completion of a well-powered regular protomodular category is also protomodular.

In the pointed context (i.e., T = Th[Set∗]), this also follows from Theorem 6.4 and
from the fact [29] that a �nitely complete pointed category is protomodular if and only if

each binary relation which is

((
x x
y x

)
,∅
)
-closed and

((
0 y
y 0

)
,∅
)
-closed is also((

x y
y x

)
,∅
)
-closed.

With this in mind, we can state our embedding theorems in the exact context.

Theorem 6.7. Let T be a commutative �nitary one-sorted algebraic theory, (M,X) an
extended matrix of terms in T and C a small exact T -enriched category with (M,X)-closed
relations. We denote by Sub(1) the set of subobjects of the terminal object 1 of C. Then,
there exists a faithful T -enriched embedding φ : C ↪→ (Mod(Γ(M,X))ex / reg)Sub(1) which
preserves and re�ects �nite limits, isomorphisms and coequalisers of equivalence relations.

Proof. We just have to compose the embedding of Theorem 4.6 with the embedding
ISub(1) : Mod(Γ(M,X))

Sub(1) ↪→ (Mod(Γ(M,X))ex / reg)Sub(1).

Remark 6.8. Theorem 6.7 is stated in such a way that it characterises small exact cate-
gories with (M,X)-closed relations among all small T -enriched categories with �nite limits
and coequalisers of equivalence relations. In an analogous way, Theorem 4.6 characterises
small regular categories with (M,X)-closed relations among all small T -enriched categories
with �nite limits and coequalisers of kernel pairs.

Theorem 6.9. Let T be a commutative �nitary one-sorted algebraic theory and C a small
exact T -enriched protomodular category. Suppose also either that C has binary coproducts
or that C has pushouts of split monomorphisms along arbitrary morphisms. We denote by
Sub(1) the set of subobjects of the terminal object 1 of C. Then, there exists a faithful T -
enriched embedding φ : C ↪→ (Mod(ΓTproto)ex / reg)Sub(1) which preserves and re�ects �nite
limits, isomorphisms and coequalisers of equivalence relations.

Proof. We just have to compose the embedding of Theorem 4.10 with the embedding
ISub(1) : Mod(ΓTproto)

Sub(1) ↪→ (Mod(ΓTproto)ex / reg)Sub(1).

Let us particularise this result in the case T = Th[Set∗]. We recall from [26] that a
semi-abelian category is an exact homological category with binary coproducts.

Theorem 6.10. The category Mod(Γhomo)ex / reg is exact and homological. Moreover, each
small semi-abelian category C admits a faithful embedding

C ↪→ Mod(Γhomo)ex / reg

which preserves and re�ects �nite limits, isomorphisms and coequalisers of equivalence
relations.

However, this is not yet a good embedding theorem for semi-abelian categories since
we do not know whether Mod(Γhomo)ex / reg has binary coproducts.
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7 Future work

To conclude, we list some questions raised by this research and left for future investigations.

� This paper treats about the properties of having (M,X)-closed relations (which in-
clude many categorical properties as examples) and being protomodular; both of
them giving rise to Mal'tsev conditions in the (essentially) algebraic world. Can one
�nd a common framework to these properties? A �rst step in that direction can
be found in [29] where pointed protomodularity has been characterised via a Horn
formula of extended matrices.

� In view of the quite complex constructions of Mod(Γ(M,X)) and Mod(ΓTproto), one
could want to try to prove similar embedding theorems involving simpler categories.
As shown at the end of Section 5 with the property (Psub), it seems no algebraic
categories will �t our needs. We can however try to get simpler essentially algebraic
categories or categories of another kind. We remind the reader here that we wanted
our representative categories Mod(Γ(M,X)) and Mod(ΓTproto) to share the same prop-
erties as the categories we want to embed in. In particular, we wanted Mod(Γ(M,X))
to be regular with (M,X)-closed relations.

� As they are stated, Embedding Theorems 6.7 and 6.9 cannot be used in an easy
way to prove results in a exact context. To achieve that, one needs to have an easy
description of Mod(Γ(M,X))ex / reg, or, in general, of the exact completion of a regular
essentially algebraic category. If one achieve to describe these completions, we could
then decide whether Mod(Γhomo)ex / reg has binary coproducts and then have a good
embedding theorem for semi-abelian categories. One could also try to characterise
in the same style as in Proposition 3.2 the essentially algebraic theories which has
an exact model category. This would give another perspective to Theorem 19 in [16]
which states that for a small �nitely complete category C, the essentially algebraic
category Lex(C, Set) is exact if and only if Cop is `pro-exact'.

� The Embedding Theorem 4.10 embeds only regular protomodular categories with
some colimits in the representative category. Colimits are only required to prove
that the free co�ltered limit completion is also protomodular. Is it possible to get
rid of this assumption about colimits? One could try for instance to express regular
protomodularity in an `unconditional' way in the sense of [24].
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